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Historical Context

• Early adoption and emergence: E-commerce product ratings began to gain popularity in the late 
1990s and early 2000s, as online shopping became more widespread. Websites like Amazon started 
allowing customers to rate and review products, providing valuable feedback and influencing 
purchase decisions. (Source: "The History of Online Product Reviews" - Trustpilot)

• Influence on consumer behavior: The introduction of product ratings had a significant impact on 
consumer behavior. Studies have shown that consumers heavily rely on product ratings and reviews 
when making purchase decisions online, considering them as a form of social proof and trust-
building indicators. (Source: "The Impact of Online Reviews on Consumer Purchase Intention" - 
Journal of Retailing)

• Importance for seller reputation: Product ratings became an essential aspect of establishing and 
maintaining seller reputation in e-commerce. Positive ratings and reviews serve as a credibility 
signal for sellers, increasing customer trust and attracting new buyers. On the other hand, negative 
ratings can harm a seller's reputation and potentially affect sales. (Source: "Effects of eWOM and 
Product Ratings on Consumer Behavior: An Empirical Study" - International Journal of Information 
Management)

• Development of rating systems: Over time, e-commerce platforms and websites have refined their 
rating systems to improve the accuracy and relevance of product ratings. They introduced features 
such as verified purchase reviews, helpfulness voting, and detailed rating categories (e.g., quality, 
shipping, customer service), enhancing the overall rating experience for users. (Source: "Designing 
Trustworthy Online Rating Systems: The Role of Review Volume and Review Variance" - Journal of 
Management Information Systems)

• Continuous evolution and challenges: As e-commerce continues to evolve, new challenges have 
emerged in the realm of product ratings. These challenges include fake reviews, review 
manipulation, and biased ratings. E-commerce platforms have responded by implementing 
algorithms and moderation techniques to combat such issues and maintain the integrity of their 
rating systems. (Source: "Deceptive Opinion Spam Detection in Reviews" - ACM Transactions on 
Intelligent Systems and Technology)



Business 
Problem 
Overview 

• As a Data Science Manager 
at Amazon, I have been 
assigned the business 
problem of creating a 
recommendation system – 
either user-user based or 
item-item based. 

• OBJECTIVE:

Utilize a collection of 
labelled data consisting 
of Amazon product 
reviews. 

• GOAL:

Derive valuable insights 
from the data and 
develop a 
recommendation 
system that effectively 
suggests products to 
online consumers.



Business Problem 
Overview contd.

• Information overload and too many choices create a dilemma for consumers, leading to denial.

• Recommender Systems provide personalized product recommendations to address this 
challenge.

• E-commerce giants like Amazon, Walmart, Target, and Etsy invest significant resources in 
developing algorithmic techniques for personalized recommendations.

• Amazon's recommendation system, known for its accuracy, analyzes and predicts customers' 
preferences to offer tailored product suggestions.

• Amazon utilizes item-to-item collaborative filtering, a baseline recommendation model that 
scales to large datasets and provides real-time, high-quality recommendations.



Business Solution 
Overview

MODEL BUILDING - Types

• Rank based recommendation system: The simplest method of 
creating recommendation systems, where we assume that all 
customers have a similar preference. Unpersonalized 
recommendation system used when there isn’t other data to go on. 

• Collaborative filtering-based recommendation system

• User-user collaborative filtering recommendation based on 
similar users (ie. Similar users have looked at this or purchased 
this)

• Item item collaborative filtering recommendation based on 
previous purchases that have similarities between them

• Singular value decomposition based collaborative filtering matrix 
factorization

• Content based recommendation system (text based. This does 
not apply because we do not have text and can’t apply natural 
language processing)



Business Solution Overview contd. 

PERFORMANCE METRICS
• RMSE (root mean square error) 

A popular metric used to evaluate the accuracy of a predictive model or the 
quality of predictions. It quantifies the average difference between the predicted 
values and the actual values in a dataset.

RMSE is calculated by taking the square root of the mean of the squared 
differences between the predicted and actual values. This ensures that the 
negative and positive errors do not cancel each other out, giving a more 
meaningful measure of the prediction error.

RMSE provides a measure of the model's performance in the same units as the 
target variable, making it easier to interpret. A lower RMSE indicates better 
predictive accuracy, as it signifies smaller average differences between predicted 
and actual values, while a higher RMSE suggests larger prediction errors.

• Mean Absolute Error (MAE) 

Measures the average absolute difference between the predicted values                                                         
and the actual values in a dataset.

Calculated by taking the mean of the absolute differences between the 
predicted and actual values. Unlike RMSE, MAE does not square the errors, 
which makes it more robust to outliers. MAE provides a straightforward measure 
of the average magnitude of prediction errors, regardless of their direction. A 
lower MAE indicates better predictive accuracy, as it signifies smaller average 
absolute differences between predicted and actual values.

• Normalized Absolute Mean (NAM/NMAE) 

A variant of Mean Absolute Error (MAE) that scales the error metric by dividing it 
by the range of the target variable, providing a normalized measure of the 
prediction accuracy.

• Precision@k 

An evaluation metric used in information retrieval and recommendation systems 
to measure the proportion of relevant items or documents among the top k 
items recommended or retrieved. The higher the K, the better. 



User-User Similarity Based Model

• Retrieve

• Select attributes

• Multiply -> Aggregate -> Filter Ex

• Join

• Set Role

• Split Data -> User K-NN

• Apply Model

• Multiply -> Performance

• Multiply -> Select Attributes



User-User Similarity Based Model

• RMSE: 1.156

• MAE: 0.891

• NMAE: 0.223



Item-Item Similarity Based Model

• Retrieve

• Select attributes

• Multiply -> Aggregate -> Filter Ex

• Join

• Set Role

• Split Data -> User K-NN

• Apply Model

• Multiply -> Performance

• Multiply -> Select Attributes



Item-Item Similarity Based Model

• RMSE: 1.270

• MAE: 0.981

• NMAE: 0.245



Comparison 
of Model 
Performance

• User-User

• RMSE: 1.156

• MAE: 0.891

• NMAE: 0.223

In summary, user-user is 
more efficatiousthan item-
item as a model as it 
shows lower values across 
the board, and therefore 
shows better predictive 
accuracy. 

• Item-Item

• RMSE: 1.270

• MAE: 0.981

• NMAE: 0.245



Appendix • Exploratory Data Analysis • Statistics

• Visualization

• Ranked-based 



Exploratory Data Analysis
Design



Statistics
Statistics showed no missing columns ie. three rows of clean data (SKU, User, and Rating). 



Statistics contd.

Summary

• No missing attributes and no missing entries
• Average user rating is 3.973. This indicates that 

products, when reviewed, are of a certain quality (or 
better) and, thus, receive favorable ratings.

• We are not reviewing text ratings, only ratings on a 1-5 
basis, so we are not taking into account certain 
verbiage/context. We only have numerical ratings to 
make assertions from. This means that users are either 
not encouraged to provide written reviews to go along 
with their numerical review, are not motivated to 
provide a written review, or the project assignor has 
failed to provide written review data for analysis.



Exploratory Data Visualization

• We use histograms to: 1. Graphically 
summarize data 2. For strategic decision 
making purposes

• Good ratings from users, with a majority 
of ratings being 4 and 5 star reviews.

• Of the approximately 800k reviews of the 
61893 product SKUs with reviews, 175k 
reviews are 1 or 2 star, so approximately 
20% of reviews are negative in nature, 10% 
are neutral (three stars), and the remainder 
are generally positive, meaning 70% are 4 
and 5 star reviews. 



Exploratory Data Visualization contd.

• The visual shows the SKUs with highest 
number of ratings

• There are 61893 ratings. This means 
61893/786327 = 7.87% of purchases have 
been reviewed (from a ML perspective, 
this could be considered low). Most 
products are thus left unreviewed 
adequately. BUT you can infer that very 
good or very bad products will elicit an 
emotional response and should be 
heeded. 



Exploratory Data Visualization 
contd.

• After increasing number of “bins” to 500, you can see more 
clearly the count rating spread.

• Customer reviews ranged from 0 to over 100



Ranked-based decision system

Design

Model built showing reviewers with a 

minimum of 3 ratings for SKUs that have at 

least 50 reviews. 

Users that have a minimum of 3 reviews for 

SKUs purchased might show a higher 

willingness/thoughtfulness to share their 

experience, thus being more trustworthy as 

reviewers. Of course, with no text data, this 

is still considered conjecture. 



Ranked-based decision system
• We have now created a more refined dataset with 

604 examples, vs the >800k examples we had to 

begin with. This is a significant downselection using 

customers with at least 3 reviews for products that, in 

aggregate, have 50 or more reviews. 

• These can also be considered the more popular 

products that can be recommended to other users. 
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